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Steering behaviors are a set of motion based reactive procedures used for nav-
igating autonomous agents in their environment. Combinations of steering behav-
iors can be used to create complex behaviors. One problem inherent to existing
approaches to arbitrating between single behaviors is that their combination may
lead to suboptimal, undesired, or even catastrophic results in certain situations. In
our paper we present a solution to these problems by introducing inverse steer-
ing behaviors for controlling physical agents. Inverse steering behaviors change the
original concept of steering behaviors and facilitate improved arbitration between
different options by using cost based heuristics.

We also show a concrete application of inverse steering behaviors, namely the
implementation of a dribbling skill with sophisticated obstacle avoidance for a
RoboCup soccer agent.

1 Introduction

Highly dynamic environments are a big challenge for mobile robotic systems. This is especially
true when robots not only have to avoid obstacles but also have to continue pursuing a differ-
ent task at the same time, or when adversaries are actively trying to stop them from reaching
a certain place. On the one hand, robots have to be very reactive with respect to changes in
the environment. On the other hand, being reactive alone is not enough to fulfill certain tasks

*This research is supported by the graais263/6-1andFu-263/8-1from the German research foundatibRG.
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efficiently. To implement robotic agents that behave both reactive and goal directed these two is-
sues are usually separated into a reactive and a deliberative layer. Steering béRayinadds,

1987 are a way to implement the reactive part in physical automous agents. Complex steering
behaviors are created by combining several simple ones. In our paper we address drawbacks of
the original steering behaviors we became aware of when implementing agents for RoboCup
Soccer Simulation LeagU®&lodaet al., 1999.

The rest of the paper is organized as follows. In Sections 2 and 3 a brief summary of steering
behaviors and their limitations is presented. In Sec. 4 inverse steering behaviors are introduced.
Section 5 shows, how they can be used for navigation tasks. A concrete application, the im-
plementation of a dribbling skill for a RoboCup agent, is presented in Sec. 6. In Sec. 7 a short
overview over related work is given, before the paper finally is concluded with a summary and
an outlook to future work in Sec. 8.

2 About Steering Behaviors

Steeringis the reactive, non-deliberative movement of physical agwaseyeket al., 2003.
Reynolds[Reynolds, 199Pdefines a hierarchical model where steering is responsible for path
determination for autonomous characters in animations and games. In this hierarchy, the layer
below steering, called locomotion, is responsible for the actual implementation of steering goals.
The layer on top of steering, called action selection, represents the deliberative part of an au-
tonomous character and deals with selecting the appropriate strategies and plans.

A basic ingredient to steering aséeering behaviorgeactive procedures that take local infor-
mation about the environment as input, producing a steering vector (or steering goal) as output.
A set of basic steering behaviors presentefRaynolds, 199Pincludesseek, flee, pursuit, eva-
sion, containmentandobstacle avoidancor static obstacles.

To produce complex behaviors,e.g. flocking or queuing at a doorway, several steering behav-
iors can be combined with each other at a time. Each of the basic steering behaviors is executed
separately or in parallel, and the different steering goals have to be combined to one result that is
passed to the locomotion layer. Reynol&eynolds, 199Pproposes different ways of “blend-
ing” steering behaviors, e.g. using their weighted average or choosing only one behavior at a
time according to given priorities. A hybrid arbitration scheme using and extending these ideas
can be found ifReynolds, 198ffwhere it is calledorioritized acceleration allocationHere all
applicable behaviors are used in order of their priority, until the maximum amount of accelera-
tion is reached.

Example applications using steering behaviors are simulation of pedegffiamsey, 200D
and vehicle§Bonakdariaret al,, 1999 in urban environments, emergency evacuation of human
crowds[Helbinget al, 2004, and also autonomous characters in computer games and movies.
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3 Limitations of Steering Behaviors

With steering behaviors complex tasks can be achieved by using a combination of several sim-
ple but specialized components. These specialized behaviors are developed manually to carry
out specific subtasks such as following a corridor, avoiding obstacles, or intercepting a moving
object. The combination process of these components poses several difficulties, as each behav-
ior makes its decision independently of the others. This can result in conflicting commands,
and depending on the arbitration method single behaviors can possibly cancel the effect of each
other out or result in suboptimal paths. The arbitration method of building a weighted average
of steering vectors shares its greatest disadvantages with potential field methods when used for
robot navigatiorfKoren and Borenstein, 1981

e Trap situations due to local minima (cyclic behavior).
e No passage between closely spaced obstacles.
e Oscillations in narrow passages or in the presence of obstacles.

Also priority based blending of behaviors as proposed by Reyri@&dgnolds, 199Pcauses
problems in many cases, so that constraints of some of the involved behaviors are violated.

In addition these behaviors lack any kindaointext awarenes®ecause of their limited com-
plexity and the focus on local information. The result of applying steering behaviors is a steering
vector which might violate other constraints of tasks to be performed. Usually, these constraints
are established again in subsequent steps by other steering behaviors. In some cases however, it
might be too late to fix the situation, for example an avoidance maneuver steering around one
obstacle may lead the performing agent into another close obstacle, as the spatial context in
which the behavior was triggered has not been taken into account previously. When the obstacle
avoidance is triggered the next time, the collsion might already have occurred.

One possible solution to this problem would bigh-level reasoningabout the effects of
each action generated in the reactive layer. In the layered model of Reynolds deliberation is
done in the action selection layer, so this solution amounts to lifting the tasks of the steering
layer to the action selection layer. In most cases reasoning about every single steering action is
computationally intractable. Additionally, in a very dynamic environment, planning each step
from start to a goal state is a waste of resources, because it is most likely that some or all parts of
a previously computed path will be invalidated in near future. Reactive behaviors are necessary
for efficiency, but a deliberative part is also important: due to their local nature reactive behaviors
are incapable of achieving global goals.

Because of this, a solution to our problem should ensure the decision autonomy of the reactive
layer. That means no precise steering instructions but only subgoals are communicated from the
action selection layer to the steering layer. We present a method talde steering behaviors
that changes the way steering behaviors are used and makes use of heuristics in the reactive
steering layer to keep the tradeoff between local and global decisions minimal.
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4 Inverse Steering Behaviors

To overcome the drawbacks mentioned in the last section, we extended the concept of steering
behaviors. In the original approach, steering behaviors only take facts about the environment as
input and produce a single steering vector as output. Our approach additionally takes a number
of different steering vectors as input denoting possible solutions for the steering task. Based
on a given criterion, each direction produces a certain cost. In turn, from the calculated cost
we produce a rating for each steering vector as output. In principle we inverted the process of
each single steering behavior, which is why we call our appraaarse steering behaviargo
execute a single behavior, the steering vector producing the smallest cost is selected.

To achieve complex tasks, several inverse steering behaviors can be combined similar to the
original approach. In our case the problem is not to combine different steering vectors or actions,
but to merge the ratings for each given direction. All relevant behaviors for a task have to be
executed, producing a rating for each given steering vector. Merging the ratings is achieved with
a heuristics combining ratings of all involved behaviors for each direction separatly. The result
of applying the heuristics for each given steering vector is a list of ratings like the one produced
by a single inverse steering behavior. Like in the case of single steering behaviors the “best”
action can be chosen by simply selecting the steering direction minimizing the cost.

The heuristics employed in the process of combining several behaviors is dependent on the
number of behaviors involved and specific to the complex task that has to be achieved. We are
going to illustrate building a sample heuristics in a subsequent section.

With an appropriate heuristics, merging the ratings for each single behavior can produce better
results than the original approach simply adding up steering vectors or selecting one. In cases
where two behaviors have conflicting desires, inverse steering behaviors will select a steering
vector obeying each of the behaviors to a degree, and thus make a reasonable compromise for
all involved behaviors.

5 Navigation Using Inverse Steering Behaviors

When using inverse steering behaviors the task of navigation in a cluttered environment is mod-
elled as a cost minimization problem. For both, the separate inverse steering behaviors and the
overall navigation task we create heuristic cost functions, based on which the quality of a given
solution can be measured. For a better understanding of the latter statements, we will subse-
qguently discuss a havigation example, where collision free paths are achieved using the obstacle
avoidance and seek (goal approaching) behavior.

In Figure 1 we see a particular situation, where a robot has to decide in which direction to
steer. The decision of the robot has to satisfy both his will of avoiding collisions and taking
the fastest way to the goal. Given the discrete{€gt6,,03,04} of steering directions to be
evaluated, we first apply the inverse steering behawbstacle avoidancandseekseparately.

These inverse steering behaviors assign each of the given directions a cost, with respect to a
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Figure 1: Evaluation of directions to avoid obstacles.

criterion related to the inherent task.

For instance the seek behavior assigns costs according to the difference between the direction
o denoting the straight path to the goal position and the currently processed dit&¢ctidrich
can be expressed using the formdja= ||a — 6;||. Consequently directiof, and 83 receive
fewer costs, as their deviation ¢ois smaller. In the subsequent sections we will refex s the
“optimistic optimal” direction. In contrast, the obstacle avoidance behavior assigns costs based
on the numbexg, of obstacles in the currently processed direction (cf. Fig. 2). As a r8sult
receives the cost value 1 due to an occurring obstacle, whéte@sand8, are obstacle free
and thus receive the cost value 0. However, the numeés hard to be derived analytically and
would lead to complex expressions defined over space. We tackle this problem by assigning each
direction a rectangular area using a function rectRe@jpn(hese rectangular areas represent a
possible path to be taken by the agent. The width and the length of each rectRegion are based
on the agent’s width and velocity. The faster he is, the sooner must he anticipate a potential
collision. This enables us to extract information about the existence of obstacles very easily
using a geometrical construction of the problem. The bounding sphere of each object in the near
range of the agent is intersected with the rectangular region of the currently processed direction
in order to determine if it lies inside this region. All objects that fulfill the last condition are
considered to be possible collision partners.

Once the cost assignment procedure of each separate behavior is finished, we have to find a
way how to combine the different results in order to derive the overall navigation costs. This is
accomplished using another heuristic cost function. A possible heuristics for the robot in Figure
1 using a weighted sum of the previously computed costs would for instance be:

h(Cseek7 Coa) _ S_J&)Cseek_i_ Coa (1)

whereCse¢kandC°2 denote the costs derived from the seek and obstacle avoidance behaviors.
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Figure 2: Assigning of rectangular regions for every direction.

The result of functiorh is the total navigation cost of the currently processed direction. Table 1
shows the costs determined for the robot in Fig. 1. As lower costs indicate better solutions, the
optimal steering direction is the one which minimize® the current time step. In our example

this direction i3.

8, 6, 063 0,
CSeeK 80 40 40 80
coa 0O 1 0 O

h(cseekcea) | 1 1.5 05 1

Table 1: Navigation costs for the robot in Fig. 1

The general algorithm for selecting a steering direction is given as Algorithm 1. It takes three
input parameters. The borders of the sector to be searched for steering directions are denoted
by @min and @max. The third parameten gives the number of discrete directions betwer
and @max to be evaluated with inverse steering behaviors. The direction with minimal costs is
returned by the algorithm.

The main difficulty of this approach is to find a “good” heuristics producing an appropriate
mapping from directions to costs. The weight of each behavior involved in the navigation process
is set based on its priority and range of results. For a small number of behaviors these weights
can be derived using prior human knowledge or through empirical testing. But if the number
of subtasks in navigation grows higher, other techniques for extracting the weights, such as
reinforcement learning or genetic algorithms have to be used.
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In general it can be said, that in our approach favorable navigation appears as side effect of
minimizing the costs related to each involved behavior. The robot example given in this section
can for instance be compared to a car driver’s tendency to minimize his expenses, which is done
by both, economizing his fuel and avoiding any accidents.

Algorithm 1 steeringDirection( Omin, ®max,N) — Calculation of the steering direction with
minimal costs betweeqmin and@max by evaluatingn discrete directions.
{Part 1: Discretization of steering directiohs
A — (@max— @min) /N
fori=0tondo
6 — Qmin+A X
end for

{Part 2: Apply Inverse Steering Behavi¢rs
LetS,..., Sy be the relevant Inverse Steering Behaviors
for k=1to mdo
(cK, ..., k) « S(Bo,...,0n)
end for

el eIl
W N RO

. {Part 3: Apply heuristics

: min_costs— o {Set minimal costs t®}

: | +—0 {Setindex of selected direction t$ O
. for j=0tondo

e
o g N

17:  Ccur« h(c}, ...,C}") {Calculate costs for current directign
18:  if min_costs> cur then

19: min_costs— cur {Update minimal cosis

20: | — j {Update (index of) selected directipn

21:  endif

22: end for

23: return 6, {6 is the direction producing minimal costs

5.1 Moving Obstacles

Decisions based only on momentary information can heavily degrade the agent’s ability to avoid
obstacles. This is especially true, when the agent’s environment is dynamically changing or when
opponents try to keep the agent from achieving his goal. The efficiency of navigation in such
environments strongly relies on the agent’s ability to predict future situations and include them
in the current decision process. This demands a higher amount of abstraction, as it involves both
predicting possible collisions with nearby moving objects and altering its own direction based
on their current speed and orientation[Reynolds, 199Pa behavior calledinaligned collision
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avoidancehas been proposed, which tries to apply a corrective steering by predicting the closest
approach between the agent and opponents or moving objects. This method, however, assumes
that both, agent and moving obstacle are eager to avoid a collision.

In order to keep our approach consistent for both, mobile and stationary obstacles we in-
vestigated geometric representations of an object’'s motion. Rather than adding supplementary
handling for moving objects, we perform the same method as in Section 5, but with revised
shapes based on the obstacles velocity and heading. These shapes reprasiturtrie region
of an obstacle. We assume that the mobile obstacle can reach any position within this influence
region faster than the agent, so all of them must be avoided. This implies, that the agent’s task is
to find a way which has no intersections with any influence region. Therefore instead of check-
ing for intersections of the bounding sphere of an object with the rectangular representation of
the currently pursued direction, we check for intersections between the influence region of an
object with our direction. For the trivial case that the object is stationary, the influence region
equals the obstacle’s bounding sphere, which results in the same process as described above. For
the non-trivial case, that the object is moving, we distinguish between two types of geometric
representations chosen with respect to the obstacle’s means of locomotion.

For domains with non-holonomic mobile objects, influence regions are represented by a semi-
circle in the back of the obstacle and a semi-ellipse in its front. The diameters of both shapes
are proportional to the velocity of the observed obstacle, as it elongates with speed (a similar
approach has been taken Reynolds, 200Pfor defining neighborhood relationships). This rep-
resentation is due to the fact, that non-holonomic objects or robots have less degrees of freedom
than the total number of degrees available. This means, that such an object would have first to
turn and then to accelerate in two separate time steps, if it would have to change its heading.
The more the direction to a goal position deviates from the current heading, the harder are they
to reach. Because of this limitation, positions which lie in the opposite direction of the object
take much more time to reach. For holonomic objects however every position within a particular
radiusr takes the roughly same amount of time to reach, as such objects have a higher amount of
controlable degrees. Therefore the influence region of the latter are represented by circles with
radiusr, which can be computed using the object’s speed scaled by some constant factor.

The resulting influence regions are then used to replace the original obstacle during the colli-
sion detection step. This means that, rather than determining if there is a collision (intersection)
between the bounding spheres of all obstacles and currently processed way, we determine the
collisions between the influence regions and the latter way. This is shown in Algorithm 2.

6 Application in Robotic Soccer

In this section we describe the implementation of a dribbling skill for the RoboCup Simulation
League with the help of inverse steering behaviors. After a brief introduction to the Simulation
League we present our approach to dribbling with integrated obstacle avoidance. The section is
finally closed with some experimental results.
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holonomic

static
obstacle

\ non-holonomic

mobile obstacle with influence regions

Figure 3: Influence region of a mobile obstacle compared to a static obstacle-wizh« |V|.

Algorithm 2 ObstacleAvoidance(  (Yo,.-.,Yn))
Example Inverse Steering Behavior: Obstacle avoidance.

[

: {calculate set of influence regions of relevant objects
: R« getinfluenceRegions (Yo,Yn)
: fori=0tondo
count <— 0
forall Rj € Rdo
if R; N rectRegion( ;) # 0then
count < count+1
end if
end for
: end for
: return (coun,...,count,)

© 0N R WD

el =
()




6 Application in Robotic Soccer 10

6.1 RoboCup Simulation League

The Simulation LeaguENodaet al., 1999 is part of the RoboCup InitiativERoboCup Federa-

tion, ], which aims at fostering research in robotics, multiagent-systems and Al. The domain of
RoboCup is robotic soccer where teams of robots have to work together in order to win soccer
matches against other robot teams. Researchers have the opportunity to present their results and
evaluate their approaches under real world conditions during the annual international RoboCup
World Championships as well as a variety of local events.

In the Simulation League two teams of 11 autonomous agents compete in a simulated soccer
match. The two dimensional, discrete-time simulation is carried out in a client/server style by the
RoboCup Soccer Simulat¢or Soccer Servefor short)[Chenet al, 2003. The Soccer Server
maintains a model of the world containing the positions of all objects on the field, as well as
additional information about them, e.g. the velocities of moving objects or the remaining stamina
of all players. In each simulation step clients may semecommand for moving or manipulating
the ball, e.gdash kick or turn, and several minor commands to the server. The effects of these
commands are taken into account by the simulator when the world model is updated for the next
step. Sensory input is sent to the agents at regular intervals, but asynchronously to the simulation
steps.

The commands provided by the server allow for very primitive interaction with the environ-
ment only, so in order to successfully achieve higher level behaviors and abstract goals more
complex abilities have to be synthesized from them. Thus in the lower levels of a soccer playing
agent a set o$kills like passing, shooting or intercepting the ball is implemented. The overall
performance of an agent and even the whole team is heavily influenced by these skills.

6.2 Dribbling

One important skill, callediribbling, is defined as the ability to move towards a target point,
while keeping possession of the ball. This confronts an agent with a hard problem. In soccer
the player controlling the ball is generally attacked by one or more opponents. Hence he has to
find a strategy how to outplay them, while still approaching his target point. The latter includes
several subtasks such as kicking and intercepting the ball, and avoiding adversaries and sidelines.
Obviously, this results in a complex navigation task, as it involves the use of different behaviors
in a real-time, dynamic, and rapidly changing environment with limited resources (time and
stamina). Further difficulties are added to the problem, as a dribbling agent is in general slower
as his opponents. This is due to the fact that many of his action opportunities are spent kicking
rather than dashing, as every time step only one such action is possible. Also, in order to turn
into a given direction without losing control of the ball, a sequence of 2 to 3 primitive actions is
needed.

Building upon the above analysis of the dribbling skill, we identified the following tasks to be
taken out. Both the tasks and their equivalent steering behaviors are given in Table 6.2.

As can be seen in this table, the dribbling process can be expressed as a combination of
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Task Steering Behavior
Approach target positiof] Seek

Intercept the ball Pursuit

Avoid enemies Obstacle avoidance

Staying on the play field| Containment
Controlling the ball -

Table 2: Behaviors involved in the dribbling skill.

Opponent A L4
PP Target

Player q
to, ,,,,,,,,,,,,, . Position
L O >

‘ Opponent B

Steering Vector

Sideline

Figure 4: Player is trapped near the sideline.

different steering behaviors. However, a straightforward implementation of the idea revealed
several shortcomings of this approach. The observed properties of the resulting dribbling be-
havior confirmed most of the theoretical considerations made in Section 3. Due to the lack of
context awareness, many cases appeared where the resulting direction after performing obstacle
avoidance would directly point at a second opponent. As a consequence the agent would make
oscillating turns between different opponents without dashing forward. A more severe problem
occurred if a player tried successively to outplay two opponents close to the sideline. In such sit-
uations the repeated avoidance maneuvers would often lead him into facing the sideline, where
he would then be trapped and thus an easy prey for the approaching opponents (cf. Fig. 4).
The aforementioned problems are inherent to various other navigation and obstacle avoidance
techniques and were already identified as limitationsaténtial field methoddFM) in[Boren-

stein and Koren, 1989Especially the drawback of being trapped near the sideline bares great
similarity tolocal-minimaproblems in PFM.
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After tests with selection and blending technigyBynolds, 199Pand parameter adjust-
ments, we incorporated oumverse steering behaviapproach into the dribbling skill. First
we distinguished between sequentially switching and parallelly firing of behaviors. While the
pursuit and ball control behavior are switched sequentially (if the ball must be intercepted or
is endangered to get out of control), the seek, avoidance and containment behaviors are used
in parallel every time step determining for collision free and valid paths. This means that we
have to find a heuristic cost function, which arbitrates between the latter three behaviors. The
resulting function would then be used to evaluate and rate possible steering directions in each
time step. Thus a solution can be found which satisfies all criteria of interest (seek, avoidance,
containment) up to some extent.

6.3 Behaviors, Criteria and Heuristics

Crucial points in the inverse steering behavior model explained in this paper are, the cost assign-
ment process of currently active behaviors and the choice of the arbitrating heuristic. In the first
process, each active behavior receives a set of possible steering directions, to which it assigns
costs according to some predefined criteria. The arbitrating heuristic then takes the resulting
costs, in order to determine the ideal steering direction for the momentary situation. As a first
step for applying this approach, we outlined for each behavior the criterion, based on which it
assigns costs.

Obstacle Avoidance In order to avoid being hit by any occurring obstacles the agent should
prefer directions with fewer influence regions of obstacles. An example algorithm for the
cost assignment process of this behavior is given in Algorithm 2.

Seek In order to successfully approach his goal, the agent has to minimize the deviation to the
direction of the target point. Therefore the difference between his current orientation and
the “optimistic optimal” one is taken as a criterion for this behavior.

Containment The containment behavior tries to keep the agent from leaving the play field.
Therefore we use his predicted position (linearly extrapolated) in the currently processed
direction after 5 time stepgos 5. If pos, s is inside the play field, then no costs will be
assigned. However, if the predicted position lies outside the play field, then the distance
betweenpos 5 and the nearest sideline is returned as a cost.

Using the above criteria, we derive for each direction its c6§tsC§®kandC§o™.

As next step we have to design the heuristic function transforming the separate costs into an
overall cost value. Basically we have to assign a weight to each behavior, denoting its contribu-
tion to the total costs of a direction. For our dribbling skill, we derived these weights empirically
after various tests, resulting in the following heuristics:

g @

1
oa cont
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Target

Player
Ball (5 \ ciom=1

. 2 Opponents Cgeek: 45
‘ / rectRegiond)

Sideline \\l\\ Distance: 1m

Predicted player position

Figure 5: Calculating costs for directidh

As can be seen in (2) the primary contribution to the costs of a dire€tisndone by the
obstacle avoidance behavior. This is due to the fact that one of the most important principles in
dribbling is the avoidance of any possible collision with nearby opponents. The least influence
on the cost functiorh(Cy) has the seek behavior, which penalizes the deviation between the
"optimistic optimal” direction (see Section 5) and the agents current heading. In all situations
where the agent is not heading directly into an obstacle or into a sideline however, the direction
costs will be based only on the outcomeG§F®X In such situations, both variabl€§? and
cgom take the value 0, indicating that no avoidance or containment maneuvers have to be done.
Hence the agent will choose his steering direction solely according to the seek behavior and thus
follows his high level goal.

6.4 Experimental Results

With our dribbling player we conducted several experiments with static and dynamic obstacles.
For this end we used both, artificially created scenarios and real soccer games, mostly in the Sim-
ulated Soccer Internet Leag{@imulated Soccer Internet Leagdea spin-off of the RoboCup
Simulation League.

In the artificial scenarios a player repeatedly had to dribble the ball from a given start position
to a postion on the field which allowed for a clear scoring opportunity. All obstacles on the field
had to be avoided. Figure 6 shows the trajectory of the agent as he has dribbled across almost
the whole field to reach a save scoring position.

Our tests showed, that our approach to dribbling based on inverse steering behaviors allows
for flexible behaviors in the agent and fast reactions to changes in the environment while staying
focused on the given high level goal.

Many of the situations that cannot be handled by agents using classical steering behaviors
for navigation at all are managed by our dribbler without even losing the ball, e.g. the situation
shown in Fig. 4.
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Figure 6: Dribbling around static obstacles.

Up to now we were only able to conduct qualitative tests, but for the near future exhaus-
tive testing of the approach with statistical methods and comparisons to other approaches are
planned.

7 Related Work

Steering behaviors found their way to robotic soccer in the early days of RoboCup. In 1998
both the simulated and the real (small-size) robot team from Carnegie Mellon University used
an approach called Strategic Positioning using Attraction and Repulsion (§vaR3oet al.,
1999. SPAR can be seen as a variant of the flocking behd®eynolds, 198J7 in contrast to
earlier positioning approaches in robotic soccer SPAR takes into account not only the position
of the ball but also positions of other players on the field. Two elements responsible for flocking
behavior,repulsionandattractionl, were realized by a method that can be seen as an extension
of potential field methods. Forces repulse and attract players from and to the other objects on the
field, i.e. the teammates, opponents, ball and goals. Another ingredient for flocking described
in [Reynolds, 198J7 alignment was not used in SPAR.

Situation Based Strategic Positioning (SB$Rgiset al, 2001 is a second approach in this
line from the FC Portugal simulator team. With respect to the positioning, SBSP is more sim-
plistic than the approach used in SPAR, taking mainly the attraction of the ball into account.
In terms of steering behaviors the team perfoteaer following a kind of flocking behavior,

1in [Reynolds, 198J7they are called¢tohesiorandseparation
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using the ball as leader of the flock. To add further flexibility, SBSP is wrapped by a mechanism
called DPRE (Dynamic Positioning and Role Exchange), which extends earlier wogtdnye
and Veloso, 1998

In the CMUnited-98 small-size robots team, a simple steering behavior built into the motion
control leads to obstacle-free paths in a dynamic environii@ewling and Veloso, 19991f an
obstacle occurs too close in the target direction of the robot, the steering vector is adjusted so
that it runs tangent to a preset circle around the object in question.

8 Conclusions and Future Work

In our paper we presented a new approach to steering. With inverse steering behaviors decisions
are made by evaluating costs of a discrete set of possible solutions. Preserving advantages of
the original approach, inverse steering behaviors are still reactive, fast to calculate, and easy to
combine with each other to build more complex behaviors. Because our agents evaluate several
options before steering, the actions to be performed are better motivated. Additionally, it is
easier to solve the problem of arbitration inherent to steering behaviors using costs as a measure
of quality.

We successfully implemented our approach in the simulated soccer world for an agent drib-
bling the ball while avoiding different obstacles.

For future work we are planning to investigate on using machine learning techniques to sim-
plify building heuristics and to combine our hand crafted behaviors with machine learned ones.
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